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This is an evolving document. Please reach out with 

any feedback or questions at learning@aiedu.org.
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Overview

Artificial Intelligence (AI) is already an inescapable part of 
our world, our economy, and our K12 education system. And 
we are only at the dawn — the transformation underway will 
redefine the essential skills needed for America’s students 
to compete and keep up in a rapidly shifting workforce 
(Jump, Bradley, 2024, Mossavar-Rahmani, 2024). 

With AI used in multiple facets of our lives, and the known 
examples of AI tools perpetuating systemic bias (Broussard, 
2023), the global environmental impact of AI (Brookings 
Institute, 2024), and the increased risks with misinformation 
(World Economic Forum, 2024),  it is imperative to prepare 
our students for this dynamic world. We believe that 
students must build AI literacy and readiness skills that will 
help them thrive in a constantly evolving future landscape.

AI Readiness
The ability and underlying skills to 
apply AI literacy to one’s professional 
and personal endeavors. A person 
is AI ready when they understand 
interdisciplinary impacts of AI and 
can apply their human advantage  
alongside evolving technology and  
leverage collaboration, creativity, and 
self-advocacy alongside AI to achieve 
their life and career potential.

AI Literacy
The collection of skills and knowledge 
that a person needs to confidently 
understand, ethically use, and 
critically evaluate artificial intelligence 
in a world where AI is ubiquitous. 

mailto:learning%40aiedu.org?subject=
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To build the AI Literacy & Readiness Competencies, 
aiEDU looked to multiple perspectives and research.

In addition, to support educators and students, we saw specific 
actions for districts to take to ensure their systems are AI ready.

See our Methodologies section for more details.

Knowing the  
basics

Being a critical 
thinker

Knowing the  
human-advantage

Building from this body of 
work, we saw a progression 
of learning for AI literacy 
and readiness for students 
and educators.

*It should be noted that these competencies span 
all subject areas and are intended for all teachers.

This framework has three parts. 

 AI Literacy & Readiness 
Competencies for  

Students. These are 
concrete skills that will 

support students in building 
their AI literacy  
and readiness.

 AI Literacy & Readiness 
Competencies  for 

Educators, which name the 
concrete knowledge and 
skills educators need to 

teach students AI Literacy & 
Readiness

The District Readiness 
Rubric which provides 

guidance on levels of work 
districts must do to prepare 
for AI use and readiness in 

their systems. 
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AI Literacy & Readiness 
Competencies 

Student

Overview
The AI Literacy & Readiness Competencies for Students is organized into three overarching domains: Know Your Basics, 
Be a Critical Thinker, and Know the Human Advantage. Within each domain, there are three competencies that are then 
broken down into grade bands (K-5, 6-8, and 9-12) specific descriptions and skills. Teachers can see how learning these 
skills progresses over time and what can be appropriate for the age group they teach as well as prior skills to support.
Competencies do not need to be addressed in any particular order, but offer multiple entry points for building AI literacy 
and readiness skills in any class. The 21st Century and Durable skills of communication, collaboration and creativity are 
embedded throughout the competencies - these are essential skills for AI readiness as well.

Example Student Activity to Promote AI Literacy Skill Building

AI Snapshots are a set of classroom warm-ups designed to help students build a basic understanding of 
AI. In only 10 minutes of class time, students will learn to define, identify, and think critically about artificial 
intelligence. 

For example, the snapshot below can be facilitated using Four Corners (assign each corner of the room a 
different response - Strongly Agree, Agree, Disagree, Strongly Disagree. Then have students move to a corner 
and discuss their thinking). This will support students in developing in student competency 2a: Be a Critical 
Thinker - Examine AI use and output.

https://www.aiedu.org/ai-snapshots
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Domain 1: Know Your Basics (AI Literacy)

Competency Grades K-5 Grades 6-8 
(includes all previous skills)

Grades 9-12  
(includes all previous skills)

a.	 Recognize  

AI Systems

Recognize and ask questions 

about AI and non-AI  in familiar 

technologies (e.g., smart speakers, 

NPCs in games)

•	 Define AI

•	 Describe responsible use of AI 

and non-AI tools

•	 Identify and discuss types 

of identity data (e.g., name, 

address) and their importance 

in different contexts, including AI 

powered tools

Use and critically compare outputs 

of age-appropriate AI tools and 

applications

•	 Recognize and assess 

the appropriateness and 

effectiveness of AI applications 

in various contexts, considering 

factors such as problem 

complexity, data availability, 

and potential risks and benefits

•	 “Identify how personal 

information is being collected, 

used, and shared;” (Digital 

Promise, 2024) know how to 

effectively manage/delete data 

collecting

•	 Identify what datasets were 

used to train an AI model and 

what AI models and methods 

were used to develop a tool

Evaluate AI systems for specific 

tasks, considering efficiency, 

ethics, and societal impact.

•	 “Responsibly engage in the 

consumption, creation, or 

sharing of AI-enabled products, 

including ethical sourcing and 

citation” (Digital Promise, 2024)

•	 “Identify how personal 

information is being collected, 

used, and shared;” (Digital 

Promise, 2024) know how to 

effectively manage/delete data 

collecting

•	 Critically evaluate  what 

datasets were used to train an 

AI model and what AI models 

and methods were used to 

develop a tool

b.	 Understand the 

Mechanics of AI

Know that AI learns from data and 

follows instructions (algorithms).

•	 Identify generally how AI learns 

from data and connect this to 

how computer systems work 

together (CSTA, 2017)

•	 Develop algorithmic thinking 

through collaboration on  

breaking down simple problems 

into sequenced steps, testing 

those steps, refining the steps to 

build automaticity

Describe basic AI concepts like 

machine learning neural networks, 

and decision trees

•	 Identify and describe AI 

concepts of machine learning, 

neural networks, and decision 

trees

•	 Develop algorithmic thinking 

through collaboration on 

breaking down problems into 

sequenced steps, testing those 

steps, and refining the steps to 

build automaticity

Describe how large language 

models (LLMs) work and compare 

how different AI approaches suit 

various problems 

•	 Evaluate more complex AI 

concepts (e.g., supervised vs. 

unsupervised learning) based 

on the needs of a problem; 

situate these concepts within 

levels of abstraction within 

software and hardware layers 

(CSTA, 2017)

•	 Refine algorithmic thinking 

through collaboration on 

breaking down complex 

problems into sequenced steps, 

testing those steps, and refining 

the steps to build automaticity

AI Literacy & Readiness Competencies  |  Student

*We intend to release a distinction between Upper Elementary and Lower Elementary in a future version
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Domain 2: Be a Critical Thinker (AI Literacy)

Competency Grades K-5 Grades 6-8 
(includes all previous skills)

Grades 9-12  
(includes all previous skills)

a.	 Identify and 

address biases

Identify why outputs from AI tools 

have discrepancies (e.g., values 

and bias in creating data sets)

•	 Compare outputs from AI tools 

given different prompts

•	 Connect discrepancies in 

outputs to ideas of fairness

•	 Gather and sort data noticing 

patterns and outliers

Discuss how AI systems might 

reflect biases of their creators or 

training data (AI4K12, 5-A.iii, 2022)

•	 Recognize and explain the 

different perspectives on key 

ethical issues surrounding AI, 

such as bias, transparency, and 

accountability

•	 Identify benefits and drawbacks 

of AI tools for a job, considering 

who or what might be left out

•	 Choose appropriate data for 

AI tasks, considering relevance 

and potential biases

Critique AI systems for embedded 

biases and propose ways to make 

them more inclusive and ethical.

•	 “Understand how values, beliefs, 

and points of view are applied 

through AI-enabled systems 

and outputs”

•	 “Identify how bias in data 

collection informs reporting”

b.	 Examine AI use  

and outputs

Ask and answer questions about 

products created by AI and non-AI 

tools

•	 Ask questions about the sources 

used in a response

•	 Ask questions about the 

problem to determine what tool 

would be best

Assess the reliability and 

limitations of AI outputs in  

various scenarios.

•	 Develop questions to review 

and compare tone, content, 

and credibility of outputs from 

various AI tools

•	 Compare different tools for 

a given problem, identifying 

benefits and drawbacks, to 

make recommendations about 

the best tool for a problem

•	 Compare multiple 

perspectives/outputs/sources 

before finalizing a product

Critically assess AI outputs, 

considering potential biases and 

limitations.

•	 “Evaluate outputs of AI-enabled 

system for appropriate tone, 

audience, and content” and 

“evaluate the credibility 

or accuracy of an output 

prediction (Digital Promise, 

2024)

•	 Determine if and how an AI 

algorithm is the right tool for 

the job

•	 “Analyze and synthesize 

multiple perspectives to 

support lateral reading” (Digital 

Promise, 2024)

AI Literacy & Readiness Competencies  |  Student

https://ai4k12.org/wp-content/uploads/2022/12/AI4K12-Big-Idea-5-Progression-Chart-Working-Draft_v.0.1_12.22.2022.pdf
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c.	 Be continuously 

curious about  

AI’s influence

Discuss how AI tools can help or 

cause harm in everyday situations

•	 Identify personal interests and 

curiosities related to AI

•	 Explore and reflect on age-

appropriate AI current events

•	 Identify ways technology, 

including AI, can support 

with self-awareness & self-

management

Engage in situations that have 

more than one entry point and/

or solution to build comfort with 

ambiguity

Identify, compare, and be able 

to discuss the pros and cons of 

use of AI in different fields (e.g., 

healthcare, agriculture) and the 

impact on the environment

•	 Build understanding of how AI 

systems use energy and space

•	 Explore, reflect on, and discuss 

the benefits and drawbacks 

AI use in personal life, school, 

media, society and careers

•	 Describe benefits and pitfalls of 

use of AI technology for social 

awareness, self-awareness, and 

self-management

Engage with and remain persistent 

with open-ended problems 

requiring multiple perspectives 

and approaches with AI use

Analyze the long-term effects 

of AI systems on individuals, 

the workforce, society, and the 

environment

•	 “Consider the benefits and/or 

costs of AI to individuals, society, 

and the environment” (Digital 

Promise, 2024)

•	 Analyze the environmental 

impact of AI systems

•	 Demonstrate use of AI 

technology for social 

awareness, self-awareness, 

self-management, and 

responsible decision making

Engage with ongoing learning 

about AI with peers, school 

communities, and personal 

communities

Domain 3: Know the Human Advantage (AI Readiness)

Competency Grades K-5 Grades 6-8 
(includes all previous skills)

Grades 9-12  
(includes all previous skills)

a.	 Be innovative and 

persistent in pursuit 

of solutions

Identify simple problem-solving 

steps and practice persistence in 

solving puzzles or challenges

Apply creative thinking techniques 

to AI-related problems and 

develop multiple solution 

strategies

Design and implement innovative 

AI and human-centered 

solutions for complex problems, 

demonstrating perseverance 

through iterative processes

b.	 Synthesize 

interdisciplinary 

and AI knowledge 

to approach 

problems  

holistically

Recognize that AI can be used in 

different subjects like art, science, 

and math

Connect AI concepts to various 

school/core subjects and real-

world applications

Integrate knowledge from multiple 

disciplines (e.g. psychology, 

computer science) to address 

complex AI challenges

c.	 Leverage 

collaboration and 

self-advocacy in 

navigating career 

pathways

Participate in team activities that 

simulate AI-assisted work and 

discuss different jobs that use AI

Explore and engage with others 

about career pathways and the 

impact of AI on the evolution of 

skills required for roles within  

these careers

Collaborate with peers and people 

in industries to develop strategies 

for career pathways, leveraging 

interpersonal and and AI skills

AI Literacy & Readiness Competencies  |  Student
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AI Literacy & Readiness 
Competencies 

Educator

Overview
The AI Literacy & Readiness Competencies for teachers highlights the key knowledge and skills for teachers to 
successfully build their own AI literacy and readiness and support students in developing their AI literacy and readiness. 
These educator competencies are organized into three overarching domains: 

While these echo the domains of the student competencies, they are not intended to be a one-to-one match. For 
example, in the teacher domain “Know and Model the Basics”, competency 1c focuses on identifying, describing and 
applying district/school AI policies for use. This is an overarching competency that will allow teachers to be able to 
support students in building their knowledge of AI use, which is related to student competencies 1a - recognize AI  
systems and 2b - examine AI use and outputs. 

Example Educator Professional Learning Activity

In aiEDU professional learning sessions, we ask educators to think about inputs and outputs to generative  
AI tools to unpack and address the bias built into the AI data sets and our own prompting. An activity like 
this supports educators developing in 2a: Model evaluation and responsible engagement of AI content. 
Providing educators opportunities to engage with AI tools and AI literacy skills in collaborative ways will 
support building their AI readiness.

Know and Model 
the Basics

Foster and Model 
Critical Thinking

Know The Teacher 
Advantage
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Domain 1: Know and Model the Basics

a.	 Build knowledge of AI literacy 

and readiness skills

•	 All student HS competencies

b.	 Build pedagogical 

knowledge of AI literacy  

and readiness skills

•	 Explain, in age appropriate ways, what AI is, AI uses and applications, and best practices

•	 Identify relevant and age-appropriate examples of how personal information is being collected and 

used within AI tools

•	 Create learning opportunities for students on current and future facing AI use and implications

c.	 Identify, describe, and apply 

district/school AI policies  

for use

•	 Ensure equitable and accessible use of AI for all students

•	 Situate safe and responsible individual and classroom AI use within school/district AI use cases

•	 Understand and apply district/school policies on AI citations and plagiarism in student work

•	 Understand and apply district and school policies on collection, storage, and use of  

student data within AI tools, as situated within district student data policies and FERPA

•	 Implement family communication and engagement with AI per school/district policy

Domain 2: Foster and Model Critical Thinking

a.	 Model evaluation and 

responsible engagement  

of AI content

•	 Critically evaluate  if AI tools are best for a given purpose or not

•	 Examine data collection processes of AI tools and make adjustments to ensure privacy and  

security

•	 Review of inputs to AI and AI created outputs that explore values, beliefs, bais, costs, and benefits

•	 Engage students with credibility checks on sources and AI outputs

•	 Facilitate age-appropriate discussions on current and long-term effects of AI on individuals, the 

work force, society, and the environment

b.	 Understand what student-

facing AI tools/resources are 

used in existing curricular 

materials and effectively 

implement them

•	 Identify and analyze existing curricular materials for AI tools/resources for the following: 1. Purpose, 2. 

Impact on student learning, 3. Accessibility, 4. Safety

•	 Build fluency, with student & teacher version, with any curriculum based AI tools

•	 Determine clear directions and guidelines for student use of curriculum based AI tools that adhere to 

school/district policies

•	 Engage in ongoing reflections and evaluation of the efficacy of the AI tools based on your knowledge 

of students, student learning data analysis, and levels of student engagement and enthusiasm

c.	 Evaluate and responsibly 

use AI tools to support 

teaching and learning 

including:  grading, lesson 

development, modeling for 

students and/or assessment 

creation

•	 Analyze teacher-assistant AI tools for the following: 1. Purpose 2. Data security 3. Quality of output 

(e.g., alignment to relevant standards, accessibility of language) 4. Usability

•	 Engage in collaborative processes to draft, revise, test, and determine efficacy of AI teacher-

assistant tool

•	 Effectively use AI tools to support student learning during lessons

•	 Engage in ongoing learning and reflection on the efficacy and safety of teacher-assistant AI 

powered tools

AI Literacy & Readiness Competencies  |  Educator

*We intend to release ways to self-assess on the educator competencies in a future version
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Domain 3: Know the Teacher Advantage

a.	 Create opportunities for 

students to creatively  

and collaboratively  

problem-solve

•	 Create learning opportunities that challenge students to collaborate, innovate,  

and communicate in problem-solving

•	 Develop students metacognitive skills that support with problem-solving

•	 Build class culture that fosters collaboration, co-creation, and feedback

b.	  Model and create 

opportunities for students to 

synthesize interdisciplinary 

and AI knowledge to 

approach problems 

holistically

•	 Create learning opportunities that build from students’ interest and relevant real-world situations, 

that require considering multiple different subjects and/or perspectives 

•	 Build class structures that support students in analyzing the use of AI tools within work they are doing 

or problems they are trying to solve

c.	 Leverage collaboration and 

self-advocacy in supporting 

students to navigate 

academic and career 

pathways in an AI-powered 

world

•	 Build a class culture that support students in having choice, being able to adjust course based on 

learning, and communicate the questions they have and/or support they need 

•	 Build relationships with students to understand their motivations and identifying how to continue to 

grow their value

AI Literacy & Readiness Competencies  |  Educator
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AI Readiness 
Rubric 

District

Overview
The District Readiness Rubric is a tool to support district level leaders in creating equitable and inclusive Systems AI 
Readiness that ensures all students have the opportunity to meaningfully engage with AI literacy and readiness skill 
building as well as gain access to any AI tools a district will use. This rubric builds on the work shared by the Council of the 
Great City Schools & CoSN Launch K-12 Generative Artificial Intelligence (Gen AI) Readiness Checklist, the ILO group, and 
learnings from districts we have partnered with in developing AI readiness plans. Our District Readiness Rubric is intended 
to be higher level, with specific links and resources provided for additional details. This is a starting point for systems AI 
readiness work.

Systems AI Readiness is the ability for an educational system, institution, or organization to effectively support building 
AI literacy and readiness within educators and students. This includes operationalizing AI use, setting guidelines for 
acceptable use and academic integrity, creating a culture of curiosity, collaboration, and ongoing learning with AI literacy 
and readiness, and ensuring community engagement.

Vision & Strategic Orientation Example
Prince Geroge’s County Public School built a multi-year strategic plan anchored in a vision statement 
and anchor core values, with clear areas of focus: professional learning, engaging stakeholders, 
ethical considerations, and curriculum integration. In addition, there is a 3-year implementation plan 
outlined with key outcomes for each of the focus areas. You can see more here. 

Policy & Operations Example
InnovateOhio, an Ohio state agency, in collaboration with aiEDU, built an AI toolkit to support district 
level policymakers, teachers, and parents to advance AI readiness in Ohio schools. This resource 
contains processes for policy makers, along with specific tools and resources to support policy 
makers operationalize AI readiness in their systems. There are also guides to support parents and 
teachers in building their knowledge and skills with AI readiness. You can see more here.

https://www.pgcps.org/offices/information-technology/technology-training-and-instructional-technology/artificial-intelligence#schedule
https://innovateohio.gov/aitoolkit/ai-toolkit
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Domain Level 1: 
Demonstrate Commitment

Level 2: 
Invest & Implement

Level 3:  
Deepen & Iterate

Equitable Vision and  

Strategic Orientation

Collaboratively develop a 
perspective on the role of AI within 
the district and document through 
a vision, strategic plan, or working 
document (see CGCS & CoSN 
K-12 Generative AI Readiness 
Checklist, Section 1: Executive 
Leadership Readiness, 1. Strategy)

Enact the strategic plan, 

providing as needed, training 

to those affected and building 

in monitoring and feedback 

mechanism

Revist and adapt vision and 

plan, supporting strategies and 

communication to the evolving 

landscape of AI

Community 

Engagement

Seek community perspectives to 

inform equitable vision

Develop routines to communicate 

and implement the vision across 

district and community

Develop feedback loops that 

include community, educator and 

student perspectives

AI Readiness 

Knowledge

Read the Student and Educator 

AI Literacy & Readiness 

Competencies documents

Create learning space for 

school level leaders to learn 

and internalize the Student and 

Educator AI Literacy & Readiness 

Competencies

Integrate Student and Educator 

AI Literacy & Readiness 

Competencies into existing 

teacher evaluation and student 

assessment tools

Teaching & Learning Create opportunities for school 

leaders and teachers to engage 

in professional learning about AI, 

AI literacy, and AI readiness in the 

classroom

•	 Build resources for school 

leaders to use in leading 

their teams with AI literacy & 

readiness goals that include:

•	 Creating a common goal & 

identify a metric for measuring 

progress toward this goal

•	 Content/Grade-team specific 

support

•	 Regular team/school-wide 

check ins to report and reflect 

on progress

•	 A plan to reach all students

Create a district-wide goal/

initiative on building AI literacy & 

readiness with educators

Support schools in creating and 

implementing school-wide AI 

literacy & readiness goals with 

educators and students 

Create opportunities for leaders, 

teachers, and students to 

showcase their work with AI to the 

community

Cultivate champions to lead and 

promulgate AI readiness

Showcase AI readiness examples 

from stakeholders

Leverage communication systems 

to share impact of AI readiness 

initiatives

Engage in ongoing communities 

of learning to evaluate, adjust, and 

change practices

AI Readiness Rubric  |  District

https://www.cgcs.org/genaichecklist
https://www.cgcs.org/genaichecklist
https://www.cgcs.org/genaichecklist
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Domain Level 1: 
Demonstrate Commitment

Level 2: 
Invest & Implement

Level 3:  
Deepen & Iterate

Policies & Operations Create an AI readiness task 

force or steering committee, 

composed of instructional and 

non-instructional roles across 

the district, to build a inclusive, 

adaptive and transparent vision, 

plan, and guidance for ethical use 

of AI use by students, teachers, 

leadership, and central office staff 

(see CGCS & CoSN K-12 Generative 

AI Readiness Checklist, Section 1: 

Executive Leadership Readiness, 3. 

Use Policy)

Set-up and implement technical, 

legal, and fiscal audits specific 

to requirements for adopting 

AI tools and ongoing AI use, in 

adherence to data privacy laws 

(e.g., FERPA) (see CGCS & CoSN 

K-12 Generative AI Readiness 

Checklist, Section 2: Operational 

Readiness & Section 3: Data 

Readiness)

Develop “an AI purchasing sign-

off & integration roadmap” (ILO 

Group, 2024)

Policy document, including forums 

to gather and discuss AI impacts 

from all stakeholders

Communicate AI policy and AI 

incident response system to 

families

Implement AI incident training 

and response system, leveraging 

existing communication systems

“Conduct a data-integrity check 

for any data AI systems will 

potentially use” (ILO Group, 2024)

“Set up AI-specific district-wide 

IT support & feedback loops” (ILO 

Group, 2024)

“Implement an AI purchasing sign-

off & integration roadmap” (ILO 

Group, 2024)

“Outline a specific budget for AI 

initiatives, including hardware/

software, maintenance, oversight, 

and training expenses” (ILO Group, 

2024)

Iterate on AI policy, leveraging 

feedback from stakeholders

“Set-up and later conduct 

comprehensive ROI analysis on 

different AI programs that are 

used” (ILO Group, 2024)

AI Readiness Rubric  |  District

https://www.cgcs.org/genaichecklist
https://www.cgcs.org/genaichecklist
https://www.cgcs.org/genaichecklist
https://www.cgcs.org/genaichecklist
https://www.cgcs.org/genaichecklist
https://www.ilogroup.com/wp-content/uploads/2024/03/Framework-for-Implementing-Artificial-Intelligence-AI-in-K-12-Education_v1.0.pdf
https://www.ilogroup.com/wp-content/uploads/2024/03/Framework-for-Implementing-Artificial-Intelligence-AI-in-K-12-Education_v1.0.pdf
https://www.ilogroup.com/wp-content/uploads/2024/03/Framework-for-Implementing-Artificial-Intelligence-AI-in-K-12-Education_v1.0.pdf
https://www.ilogroup.com/wp-content/uploads/2024/03/Framework-for-Implementing-Artificial-Intelligence-AI-in-K-12-Education_v1.0.pdf
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To build the AI Literacy & Readiness Competencies, aiEDU looked to multiple perspectives and research. We surveyed and 
interviewed over 1800 educators to understand what educators’ biggest needs are. Our approach was guided by the 
urgent need to prepare students to thrive in an AI-driven world, as highlighted by aiEDU’s mission and vision (aiEDU, 2024).

We included findings from research-based AI literacy frameworks and guidance from:

Digital Promise’s framework, which emphasizes three components: Understand, Use, and Evaluate.

UNESCO’s Guidance for generative AI in education and research, AI and education: Guidance for policy-makers, AI competency 

framework for teachers, and AI competency framework for students which focus on three progression levels: understand, apply, and 

create on four aspects: human-centered mindset, ethics of AI, AI techniques and applications, and AI system design.

The Kapor Foundation’s Responsible AI Guide (Kapor Foundation, 2024), which we particularly appreciated for its approach to tying 

competencies directly to lessons, providing a clear path from theory to practice.

EDSAFE AI S.A.F.E Benchmarks, which provides policy roadmaps for creating a safe AI ecosystem

CGCS & CoSN’s K-12 Generative AI Readiness Checklist which provides a detailed checklist for local educational agencies for how to 

approach AI implementation across their system.

ILO Group’s Framework for Implementing Artificial Intelligence (AI) in K-12 Education which provides four areas of consideration, 

political, operational, technical, and fiscal, for district-wide areas of consideration with AI implementation, along with examples of 

department specific AI applications. 

North Carolina Department of Public Instruction’s Generative AI Implementation Recommendations & Considerations for PK-13  

Public Schools

To situate our competencies within existing workforce frameworks, we connect to the:

Framework for 21st Century Learning

America Succeeds Durable Skills

World Savvy Global Competence Matrix

To highlight AI knowledge and literacy’s roots in computing and digital literacy, we draw from:

ISTE’s standards

CSTA’s K-12 Computer Science Standards

AI4K12’s K-12 AI Guidelines

This research revealed several key themes across frameworks (understanding the basics of AI, ethical considerations, 
critical evaluation, interdisciplinary approach, operational support, life-long learning, and teacher support) that we’ve 
synthesized and added to in our frameworks.

Methodologies

https://digitalpromise.org/2024/02/21/revealing-an-ai-literacy-framework-for-learners-and-educators/
https://unesdoc.unesco.org/ark:/48223/pf0000386693
https://unesdoc.unesco.org/ark:/48223/pf0000376709
https://unesdoc.unesco.org/ark:/48223/pf0000391104?posInSet=1&queryId=9b7d1383-7610-488b-b2ed-d961436a983a
https://unesdoc.unesco.org/ark:/48223/pf0000391104?posInSet=1&queryId=9b7d1383-7610-488b-b2ed-d961436a983a
https://unesdoc.unesco.org/ark:/48223/pf0000391105?posInSet=2&queryId=9b7d1383-7610-488b-b2ed-d961436a983a
https://kaporfoundation.org/wp-content/uploads/2024/01/Responsible-AI-Guide-Kapor-Foundation.pdf
https://www.edsafeai.org/safe
https://www.cgcs.org/genaichecklist
https://www.ilogroup.com/wp-content/uploads/2024/03/Framework-for-Implementing-Artificial-Intelligence-AI-in-K-12-Education_v1.0.pdf
https://go.ncdpi.gov/AI_Guidelines
https://go.ncdpi.gov/AI_Guidelines
https://www.battelleforkids.org/insights/p21-resources/
https://americasucceeds.org/policy-priorities/durable-skills
https://worldsavvy.org/global-competence/
https://iste.org/standards
https://csteachers.org/k12standards/interactive/
https://ai4k12.org/
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